Benefit of nesting a regional model into a large-scale ocean model instead of climatology. Application to the West Florida Shelf.
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Abstract

The impact of open boundary conditions on the dynamics and accuracy of a regional West Florida Shelf model is addressed. A ROMS-based model nested in monthly climatological temperature and salinity and in the North Atlantic HYCOM model is implemented. The model results of these nesting implementations are compared to altimetry, in situ temperature time series, and ADCP and high-frequency (HF) radar currents. A significant improvement of the model results is found using the boundary conditions of the HYCOM model over the climatology. The ageostrophic nature of the LC is studied and the benefit using the velocity and surface elevation boundary conditions is shown.
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1 Introduction

Several large-scale operational ocean modeling systems have been developed (e.g. ECCO (Estimating the Circulation and Climate of the Ocean; Stammer and Chassignet, 2000), FOAM (Forecasting Ocean Assimilation Model; Bell et al., 2000), HYCOM (Hybrid Coordinate Ocean Model; Chassignet et al., 2007), MERCATOR (Bahurel et al., 2004), MFS (Mediterranean Forecast System; Demirov et al., 2003), NCOM (Navy Coastal Ocean Model; Barron et al., 2006), TOPAZ (Towards an Operational Prediction system for the North Atlantic European coastal Zones; Bertino and Lisæter, 2006)). One of
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the objectives of these systems is to provide, among other products, boundary and initial conditions for regional ocean models.

However, since deep-ocean currents are constrained to a large extent by the bathymetry, their direct impact on the shelf may be limited. Here, we examine the influence of the deep-ocean currents on the realism of a shelf model using the initial and boundary conditions from the large-scale ocean general circulation North Atlantic HYCOM (NAT HYCOM) and assess this relative to initial and boundary conditions from climatology. Both model nesting strategies are applied to the West Florida Shelf (WFS).

The WFS is generally wide, extending about 200 km to the shelf break except in the DeSoto Canyon region where the shelf is relatively narrow (figure 1). The currents on the shelf are mainly driven by winds and atmospheric heat fluxes (e.g. Weisberg et al., 2001; He and Weisberg, 2002b). Northerly (southerly) winds tend to produce upwelling (downwelling) along the west Florida coast (Weisberg et al., 2000). Since the surface heat fluxes control the stratification, the Ekman dynamics are also influenced by the atmospheric heat input (e.g. Weisberg et al., 2001).

Beyond the shelf break, the variability is mainly generated by the Loop Current (LC). The LC derives from the branch of the western boundary current entering the Gulf of Mexico through the Yucatan Channel. It undergoes an anticyclonic loop before exiting the Gulf of Mexico through the Florida Straits to initiate the Gulf Stream. Instabilities modulate the path of the LC and lead to the shedding of large anticyclonic eddies that propagate westward in the Gulf of Mexico. Smaller eddies are also generated at the eastern flank of the LC moving towards the WFS. Topographic Rossby waves moving northward along the shelf break are produced when the LC or its eddies contact the shelf slope (Hetland et al., 1999). If such a contact occurs near Dry Tortugas where the isobaths converge, then currents over the entire WFS may be generated. Through this mechanism, and in combination with local forcing, deep water can be advected onto the shelf (He and Weisberg, 2003b; Weisberg and He, 2003). A general review of the WFS circulation can be found in Weisberg et al. (2005).

Several regional model studies have been conducted on the WFS. For instance, the Princeton Ocean Model (POM) of Blumberg and Mellor (1987) was used to compute the wind and buoyancy forced circulations (He and Weisberg, 2002b). In He and Weisberg (2003a), an idealized LC was introduced by imposing sea level at the open boundary. Tides were simulated with POM in a
Fig. 1. The West Florida Shelf. The dash-dotted line shows the open boundary of the WFS ROMS domain and isolines represent the depth of the model bathymetry (in m). The regions in green and blue delimited by the solid and dashed lines represent the coverage of Redington and Venice CODAR stations respectively. The dots show the locations of in situ measurements used for validation along with their names.

previous studies conclude that with the exception of specifically tailored events, the impact of the LC on the inner shelf is limited (e.g. He and Weisberg, 2003b). Therefore it is unclear if the model performance on the shelf can be improved through model nesting and through a more realistic LC. In this paper, we assess the influence of the open boundary on the shelf circulation using time series of in situ temperature, and ADCP and High Frequency (HF)-Radar currents. We will address if velocity and elevation boundary information, which can be provided by an ocean general circulation model (OGCM) but which are not directly available from climatological temperature and salinity estimations, have an impact on the shelf.

Section 2 outlines the model experiments with the mentioned different boundary conditions. The large-scale differences between the model results are dis-
cussed in section 3. Section 4 studies the model differences on the shelf comparing the model results to in situ data. We finish with conclusions and summarize our findings in section 5.

2 Description of the Model Experiments

The ROMS model (Regional Ocean Modeling System; http://www.myroms.org) solves the three-dimensional, free surface, hydrostatic, primitive equations (Shchepetkin and McWilliams, 2005). The WFS model domain is shown in figure 1. The horizontal resolution of its curvilinear grid ranges from 4 km near the coast to 10 km near the open boundary. The vertical is discretised in 32 levels using the s-coordinate.

The atmospheric forcings include air temperature, relative humidity, cloud fraction and short-wave radiation from NOGAPS (Navy Operational Global Atmospheric Prediction System) and an optimal interpolated (OI) wind product combining NCEP NAM winds (National Centers for Environmental Prediction, North American Mesoscale Model) with in situ wind measurements (He et al., 2004). The model SST is relaxed to a cloud-free optimal interpolated SST (He et al., 2003) based on AVHRR (Advanced Very High Resolution Radiometer), GOES (Geostationary Operational Environmental Satellites), MODIS (Moderate Resolution Imaging Spectroradiometer) and TMI (TRMM Microwave Imager) as described in Barnier et al. (1995). A 1°C difference between model SST and optimal interpolated SST would result in a correcting heat flux of 47 Wm$^{-2}$.

In order to emphasize the role of the boundary conditions on the WFS model, we conducted the following three model experiments:

(1) **WFS ROMS nested in temperature and salinity climatology.** The monthly temperature and salinity climatology of Ruoying He (personal communication), which is based on the data set of Levitus and Boyer (1994) and Levitus et al. (1994), is used and bi-linearly interpolated in space on the model grid. For the elevation we used a zero-gradient boundary condition and for the velocity, temperature and salinity we used a radiative boundary condition (Marchesiello et al., 2001). Additionally, the model temperature and salinity are nudged towards the climatological values with a spatially variable relaxation time scale. At the open boundary, the relaxation time scale ($1/c_j$) is shortest with $\tau = 1$ day. For other grid points the relaxation time scale is given by:
\[ c_j = \frac{1}{2\tau} \left( 1 + \cos \left( \frac{j\pi}{n} \right) \right) \quad \text{for} \quad j \leq n \]
\[ c_j = 0 \quad \text{elsewhere} \]

The index \( j \) is the distance from the open boundary in model grid points. The width of this relaxation zone \( (n) \) is 10 grid points. The model is initialized from a one-year model spin-up using also climatological boundary conditions.

This type of boundary conditions have been applied successfully in a regional model implementation of the ROMS in the US West Coast using climatological boundary values and it has been shown to be stable and accurate (Marchesiello et al., 2001). Now these boundary conditions are applied to nest the WFS ROMS in the NAT HYCOM.

\(\text{(2) WFS ROMS nested in NAT HYCOM temperature and salinity.} \) The daily temperature and salinity from the NAT HYCOM model (Chassignet et al., 2007) are used as boundary conditions in this experiment. These tracers are interpolated in space and time and the nesting procedure and the used parameters are the same as the previous experiment. For the initialization we used the interpolated tracers, velocity and elevation from HYCOM on 1 January 2004.

\(\text{(3) WFS ROMS fully nested in NAT HYCOM.} \) Not only temperature and salinity are used in this experiment, but also the elevation and velocity of NAT HYCOM. The elevation and barotropic velocity are imposed at the boundary as a Chapman (1985) and Flather (1976) boundary conditions respectively. The radiative boundary conditions are applied to the tracers and to the baroclinic velocity. In addition to those boundary conditions, the model temperature, salinity and velocity (barotropic and baroclinic) are relaxed to the corresponding NAT HYCOM fields. The relaxation time scale is given by equation (1) with \( \tau = 0.1 \) days. The model is initialized with the same initial conditions as the previous experiment.

The 1st nesting experiment aims to simulate the WFS without using any information from a large-scale model. This simulation will be compared to the 3rd nesting scenario which uses all available information from the large-scale model to drive a regional application. Differences between the 1st and 3rd simulations are therefore due to two factors: i) different temperature and salinity values at the boundary and ii) additional boundary conditions of velocity and elevation. The 2nd experiment is introduced to assess the relative importance of both factors. The difference between experiments 1 and 2 is the result of using a more realistic temperature and salinity from HYCOM instead of climatology and the difference between simulations 2 and 3 shows the impact of
the velocity and elevation boundary conditions.

Boundary conditions from a monthly climatology are by construction less energetic than boundary conditions obtained from an eddy-resolving circulation model sampled at a daily frequency. The later boundary conditions increase necessarily the variability of the nested model. The impact of this increased variability on the RMS error of the model compared to observations can be expressed as (Taylor, 2001; Alvera-Azcárate et al., 2007):

\[
RMS^2 = b^2 + \sigma_m^2 + \sigma_o^2 - \sigma_m \sigma_o R
\]  

where \(RMS\), \(b\) and \(R\) are the RMS error, the bias and the correlation between model and observations respectively, and \(\sigma_m\) and \(\sigma_o\) are the standard deviation of model and observations respectively. A model with a lower variability can thus have a better RMS than a model with more realistic variability if the correlation is poor. The present study aims to assess if a more realistic and more variable boundary condition is beneficial to a nested model when its accuracy is assessed in terms of RMS error relative to observations.

Different relaxation strengths and relaxation zone widths were tested. We present only the results leading to the simulation that most closely represents the observations.

3 Large-scale circulation

The LC is the main large-scale feature in the WFS domain. Figure 2 shows the mean sea surface height (SSH) on April 2004 for the three model configurations and for the AVISO sea surface height anomaly (Ducet et al., 2000) added to the MICOM mean SSH (Chassignet and Garraffo, 2001) all averaged over the same time period. April 2004 was chosen because the LC was very stable during this month (i.e. there was no eddy shedding and the LC trajectory was stable). A priori, the model forced with climatology should be able to reproduce the deep ocean currents in this situation. The SSH gradients are indicative of the LC velocity and the LC SSH maximum is related to LC volume transport, since the SSH is a proxy for the stream function of the upper ocean. In the model run with climatological forcings, the LC is too weak. Its SSH maximum is, with 0.3 m (upper left panel of figure 2), significantly lower than the maximum SSH derived from altimetry and MICOM (0.70 m; lower right panel of figure 2).

By using HYCOM temperature and salinity (upper right panel of figure 2), the model is able to represent the LC much more realistically. In particular the
maximum SSH (0.62 m) is much closer to the altimetry, but is still too small. The NAT HYCOM assimilates altimetry observations and the WFS ROMS model benefits from those improved boundary conditions. By using also NAT HYCOM velocity and elevation (lower left panel of figure 2), the LC strength (0.66 m of maximum SSH) comes closest to the observations. This indicates that the density field alone is not sufficient to completely represent the LC transport.

The velocity and elevation from NAT HYCOM is even more important after an eddy shedding as it can be seen in figure 3 where the mean SSH for the three model simulations and observations for October 2004 are shown. The inertial forces increase the curvature of the LC, and the advection of momentum near the boundary plays an increasingly important role. The WFS ROMS model fully nested in HYCOM (lower left panel of figure 3) describes more accurately the shape and intensity of the LC and the LC eddy NW of the WFS domain. For completeness, the WFS solution with climatological forcing is also shown (upper left panel of figure 3). In this experiment, a realistic eddy shedding is certainly not expected, but the strength of the LC is again misrepresented using climatological forcings. Also, the model with climatological forcing shows a strong cyclonic circulation. The density gradient in the climatology appears not strong enough to sustain a LC with a realistic strength and path. Since the LC trajectory is variable, with a northward excursion ranging between
WFS nested in Climatology (1st exp.)

WFS nested in Hycom T and S (2nd exp.)

WFS fully nested in Hycom (3rd exp.)
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Fig. 3. Mean sea surface height (in m) on October 2004 from the model (first three panels) and observations (lower right panel).

23°N to 28°N (Leben, 2005), the climatology combining observations from multiple years produces inevitably low density gradients. Even if one is only interested in including a typical path and strength of a feature like the LC in a nested model, a climatology constructed by averaging out inter-annual variability appears to be insufficient. Traditionally, a climatology is defined as the error variance minimizing state and is obtained from Optimal Interpolation (this corresponds to the average of a sequence of co-located observations). If instead, a climatology is constructed as the most likely state of the LC (which corresponds to the mode of a sequence of observations) for a given month, gradients can be preserved and such climatology would probably be better suited for model nesting.

The time average of the model currents of experiments 2 and 3 at 100 m depth (about the mid-depth of the LC) reveals that the model experiment using only temperature and salinity from HYCOM has a weaker LC than the 3rd model experiment using also velocity and elevation. Since the 2nd experiment uses only temperature and salinity, the currents at the boundary are essentially adjusted geostrophically to the density field. The ageostrophic flow is thus not taken into account in this experiment. In order to assess the importance of the ageostrophic components, the RMS difference at 100 m depth between the model currents of experiment 3 (which is the closest to the real ocean) and the geostrophic currents based on the hydrostatic pressure of experiment 3 is
Fig. 4. Time-averaged RMS difference between model currents at 100 m and the geostrophic currents based on the model pressure for experiment 3 (panel a) and time-averaged RMS different between experiment 2 and 3 (panel b).

computed:

\[ RMS^2 = \frac{1}{T} \int_0^T (u - u_g)^2 + (v - v_g)^2 dt \]  \hspace{1cm} (3)

where \( u \) and \( v \) are the model velocity components and \( u_g \) and \( v_g \) are the geostrophic velocity components based on the model temperature, salinity and surface elevation. This RMS difference is shown in panel (a) of figure 4. In the LC, the model currents differ from the geostrophic currents by 0.25 m/s. The kinetic energy of this difference amounts to 20\% of the average kinetic energy of the LC computed simply by:

\[ KE = \frac{1}{T} \int_0^T u^2 + v^2 dt \]  \hspace{1cm} (4)

The time-averaged RMS difference between model experiments 2 and 3 at 100 m depth is shown in panel (b) of figure 4. The overall structure and magnitude of the ageostrophic velocity components agrees with the RMS difference between the model simulations 2 and 3. The largest RMS differences in panel (b) are associated with the LC at the open boundary. These differences at the model boundary propagate inside of the model domain in form of eddies and filaments which are generated by the LC. By imposing the full velocity field at the model boundary, the ageostrophic flow components are included, which leads thus to a more realistic model simulation.
4 Shelf circulation

4.1 Temperature

The model results obtained by the three nesting configurations are compared with a series of moorings located on the WFS (see figure 1). At 1 m depth, the surface temperature time series of all model simulations are quantitatively similar due to the common heat flux forcing, and they are in good agreement with the observations at station C12 (figure 5). The model surface results were also compared at stations C14 and C16 (not shown) with a similar outcome. The surface properties on the shelf are thus largely determined by the surface boundary conditions and not by the open sea boundary conditions.

The model temperature at station C13 at mid-depth (10 m) are shown in figure 6. The model simulations are generally colder than the observed temperature. The analysis of the spatial temperature distribution revealed that this cold water originated from the deep ocean and is upwelled on shelf where the open boundary intersects the shelf-break. This issue is reduced when ROMS is fully nested in HYCOM instead of climatological forcings. Therefore the temperature of the model simulation fully nested in HYCOM is more realistic at depth.
than the model simulation with climatological forcings.

Figure 7 shows the near-bottom (19 m) temperature at station C11. The model forced with climatology is too cold during summer and has the highest RMS error of all three model experiments. During summer, the model experiment forced with climatology develops an unrealistic southward coastal current which can be seen in figure 8. This current exits the model domain near Key West (figure 1) and is determined by the model boundary conditions. A persistent upwelling in the bottom Ekman Layer is associated with this current and therefore we observe this temperature bias in the model simulation with climatology. The best temperature time series is obtained with ROMS nested in HYCOM which shows a more realistic current variability as it will be discussed in the next section when comparing the model with ADCP data.

In order to assess the overall performance of the different nesting experiments compared to in situ temperature, the RMS errors at all available depths at stations C11, C12, C13, C14 and C16 were computed. The average model RMS error with climatology was 0.69°C. This result is improved when HYCOM temperature and salinity are used as boundary conditions since the error is reduced to 0.62°C. The best results, with an RMS error of 0.58°C, were obtained with the model fully nested in HYCOM.
Fig. 7. Observed temperature time series of station C11 at 19 m depth and temperature of the WFS ROMS nested in climatology (1st exp.), WFS ROMS nested in NAT HYCOM temperature and salinity (2nd exp.) and WFS ROMS fully nested in NAT HYCOM (3rd exp.).

4.2 ADCP currents

The currents on the WFS are mainly driven by winds and buoyancy fluxes. All model configurations use the same atmospheric forcings and one can expect similar results for all cases. However, we noticed a persistent difference in terms of velocity RMS error. Figure 8 shows the velocity time series for the entire simulation period at the surface as well as correlation ($\gamma$), phase error ($\phi$), vector regression coefficient ($r$) and RMS error. These error measures are computed using the complex velocity $w_n$:

$$w_n = u_n + iv_n$$  \hspace{1cm} (5)

where $u_n$ and $v_n$ are the meridional and zonal velocity components respectively. The subscript $n$ is the time index. The RMS error and the complex correlation (e.g. Kundu and Allen, 1976) are given by:

$$\text{RMS} = \frac{1}{\sqrt{N}} \|w^m - w^o\|$$  \hspace{1cm} (6)

$$c = \frac{<w^m, w^o>}{\|w^m\|\|w^o\|}$$  \hspace{1cm} (7)
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The super-scripts $m$ and $o$ refer to the model and observations respectively and $N$ is the length of the time series. The scalar product and the norm are defined as usual by:

$$< w^m, w^o > = \sum_{n=1}^{N} w^m_n w^o_n $$

$$\| w \| = \sqrt{< w, w >}$$

The over-bar represents the complex conjugate. The complex correlation coefficient is decomposed in magnitude $\gamma$ and phase error $\phi$:

$$c = \gamma e^{i\phi}$$

The vector regression coefficient, indicating whether the model under- or over-estimates the observed currents, is computed by:

$$r = \frac{< w^m, w^o >}{\| w^o \|^2}$$

The symbol $|\cdot|$ represents the absolute value of the complex quantity.

High-frequency variations in all model simulations are close to the observed ones (figure 8), especially during winter. This agreement is attributed to the common wind forcing. The largest differences are observed in summer with climatological forcings. During June and July 2004, the southward current is overestimated in this model run while the model experiments with NAT HYCOM forcings produce a much more realistic current structure. This feature in the simulation with climatological boundary conditions is related to the temperature bias at station C11 shown in figure 7. The velocity RMS error is reduced by 0.04 m/s when NAT HYCOM boundary conditions are used instead of climatology. The currents are further improved with full nesting instead of only temperature and salinity. The model underestimates in general the strength of the currents, as it can be deduced from the regression coefficient. The strength of the currents on the shelf is however improved by nesting the model in NAT HYCOM.

At station C13 (figure 9), the bottom velocity of the WFS ROMS model with climatological forcing has a higher correlation coefficient and a better regression coefficient than the other model runs, but now the direction of the current is rotated to the observed currents by as much as 45°. As a consequence, the
Fig. 8. Observed ADCP current time series (24-hour low-pass filtered) of station C11 at 4 m depth and temperature of the WFS ROMS nested in climatology (1st exp.), WFS ROMS nested in NAT HYCOM temperature and salinity (2nd exp.) and WFS ROMS fully nested in NAT HYCOM (3rd exp.).

The total RMS error for the WFS model forced by climatological boundary conditions is 0.073 m/s. Despite the large RMS error, the correlation coefficient is relatively high. This indicates that the main problem of this simulation is the mean current.

The use of NAT HYCOM temperature and salinity improves the phase error and reduce the RMS error. The full nesting provides the most accurate velocities in terms of RMS and phase. However, the correlation of this run is lower than the correlation obtained with the climatological boundary conditions.

### 4.3 HF radar currents

Two CODAR-type HF radar sites were operational during 2004: the sites at Redington Beach and Venice (see figure 1). The CODAR instruments operate with a 26 kHz frequency band centered at 4.55 MHz. The azimuthal resolution is 5° and the radial resolution is 6 km. We prefer to use the radial velocity field
measured by each CODAR antenna for the model validation instead of the total currents since the total currents can only be deduced at the intersection of the range between both antennas. The radial velocity fields cover thus a larger area than the total velocities.

Both sites produce a radial velocity field at a hourly frequency since 28 April 2004. Since the model runs do not include tides, the tides must be subtracted from the HF radar data set. Based on all available CODAR data until 6 April 2006, tidal parameters of the radial velocity were determined using the T_TIDE package (Pawlowicz et al., 2002). Only the major constituents, \( i.e. \), \( O1, K1, M2 \) and \( S2 \) were included in this analysis. The present study is the first model validation for the WFS using the CODAR data of the Redington Beach and Venice site. We tested the reliability of the CODAR data by comparing CODAR tidal amplitude \( V_r \) and phase \( \phi_v \) to the parameters extracted from the ADCIRC tidal model (Mukai et al., 2001). ADCIRC provides the zonal tidal amplitude \( U' \) and phase \( \phi'_u \) and the meridional amplitude \( V' \) and phase \( \phi'_v \). The corresponding radial tidal amplitude \( V'_r \) and phase \( \phi'_r \) of ADCIRC were obtained by rotating the zonal and meridional parameters accordingly.
\[ V_r' = U' \sin^2 \beta + V' \cos^2 \beta \] \[ \quad - 2 U' V' \sin \beta \cos \beta \cos \Delta \phi \] \[ \phi_{uv}' = \frac{\phi_u + \phi_v}{2} \] \[ - \arctan2 (\sin \Delta \phi (U' \sin \beta + V' \cos \beta), \cos \Delta \phi (U' \sin \beta - V' \cos \beta)) \]

where \( \beta \) at a given location is the angle between the North and the antenna (bearing), \( \arctan2 \) is the four quadrant inverse tangent and \( \Delta \phi \) is the phase difference between the zonal and meridional tidal component:

\[ \Delta \phi = \phi_u - \phi_v \]

In general, the agreement between the CODAR and ADCIRC tidal parameters is good. Figure 10 shows the amplitude and phase of the M2 tide at Redington Beach. A similar correspondence is found for the other tidal components and the other HF radar site. This agreement gives us confidence in the CODAR data for subsequent comparison of the sub-tidal currents of the three tested model configurations but it also shows some limitations of the CODAR observations: the accuracy is good near the antenna but it degrades with distance from the antenna and in some radial sectors the amplitude is underestimated, as it can be seen on figure 10.

The amplitudes of the M2 radial currents derived from CODAR are maximum at about 100 km off-shore from the HF radar antenna. This maximum is also present in the ADCIRC radial current. At this maximum, the radial direction is perfectly aligned with the major axis of the tidal current ellipse which is mostly perpendicular to the coastline in this region. At directions approximately parallel to the coastline, the CODAR antenna measures the minor axis of the tidal ellipse. This result is consistent with the tidal ellipses derived by He and Weisberg (2002a). At larger distances to the coast, the tidal currents decrease due to the topography.

The de-tided currents are averaged over two days to reduce the noise. Likewise, the velocity component of the three model configurations was averaged over two days, interpolated to the footprint of the two CODAR sites and rotated. The time averaged RMS difference between the three model runs and CODAR at the Redington site and Venice site is shown in figures 11 and 12, respectively. At the Redington site, all model simulations perform reasonably well within the first 100 km of the coast. Farther off-shore, the error increases partially due to the higher error in the CODAR data and due to the prox-
Fig. 10. M2 tidal amplitude (m/s) and phase (degrees) of the radial velocity at Redington Beach. The left panels show the results measured by CODAR and to the right are the results of the ADCIRC tidal model.

Near the shelf break, where the currents are more variable and to a lesser extent driven by winds as near-shore and thus more difficult to predict. Near the shelf break, the RMS errors of the simulation with climatological forcing are larger than 0.15 m/s (left panel of figure 11). This error is substantially reduced when ROMS is fully nested in NAT HYCOM (middle and right panels of figure 11). This indicates that the shelf slope and the outer shelf are affected by the open boundary conditions applied.

The RMS error patterns are similar at the Venice site (figure 12). On the inner shelf, the RMS error of all stations is comparable. On the outer shelf, the RMS error increases rapidly for the model simulation with climatological
Fig. 11. The RMS difference (in m/s) between observed CODAR currents at Redington Beach station and radial currents of the WFS ROMS nested in climatology (1st exp.), WFS ROMS nested in NAT HYCOM temperature and salinity (2nd exp.) and WFS ROMS fully nested in NAT HYCOM (3rd exp.).

Fig. 12. The RMS difference between observed CODAR current Venice station and radial currents of the WFS ROMS nested in climatology (1st exp.), WFS ROMS nested in NAT HYCOM temperature and salinity (2nd exp.) and WFS ROMS fully nested in NAT HYCOM (3rd exp.).
Table 1
Average RMS errors in m/s between the CODAR radial velocities at Redington Beach and Venice site and the three model configurations

<table>
<thead>
<tr>
<th>Model Run</th>
<th>Redington Beach</th>
<th>Venice</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFS nested in Climatology (1st exp.)</td>
<td>0.081</td>
<td>0.093</td>
</tr>
<tr>
<td>WFS nested in HYCOM T and S (2nd exp.)</td>
<td>0.081</td>
<td>0.083</td>
</tr>
<tr>
<td>WFS fully nested in HYCOM (3rd exp.)</td>
<td>0.073</td>
<td>0.082</td>
</tr>
</tbody>
</table>

Fig. 13. Radial velocity (in m/s) measured from the CODAR antenna at Venice on May 23, 2004. The corresponding radial velocity WFS ROMS nested in climatology and fully nested in HYCOM are also shown. Positive values represent a current towards the antenna.

forcing. Unlike the Redington site, the velocity and elevation boundary conditions seem to have very little impact on the accuracy of the currents. This might be related to the fact that the shelf at the Venice site is slightly broader than at the Redington site.

The spatially averaged RMS errors for the Redington and Venice stations are given in table 1. The findings in previous sections are confirmed by the CODAR measurements: the WFS ROMS fully nested in NAT HYCOM produces better results than the model forced with climatological boundary conditions. This improvement is mainly due to the more accurate temperature and salinity fields but also due to the information of surface elevation and transport at the boundary.
Fig. 14. Surface velocity on May 23, 2004 of WFS ROMS. The coverage of the CODAR antenna at Venice is also shown.

Statistically, the model with NAT HYCOM boundary values performs thus better than the model with climatology. Figure 13 illustrates the differences in the surface velocity at a particular time. This figure shows the radial velocity at Venice on June 23, 2004 and the corresponding fields for the model with climatological and NAT HYCOM boundary values. The velocity vectors of the model nested in climatology are depicted in figure 14. The LC in the model simulation with climatological boundary conditions does not enter and exit properly the model domain. This is due to the fact that the density gradient is too smooth and that the in- and outflow of the LC at the model boundary are not well represented. Furthermore the model simulation with this boundary condition develops filaments and small-scale circulation which can also be seen in the radial current (figure 13). The presence of these flow features does not agree with the currents measured by the HF-Radar antenna. In the fully nested case, the LC has a better defined path and this spurious circulation is not present.

5 Conclusions

The results of this work show that the boundary conditions have an influence not only on large-scale deep-ocean features such as the Loop Current (LC), but also on the shelf properties even if the open boundary is located in the deep ocean.

Gradients in the climatology appear to be too weak to support the LC with a realistic strength and path. Using NAT HYCOM temperature and salinity, the characteristics of the LC are much improved compared to climatological forcing but still weaker than the LC observed from altimetry. The best results concerning the LC position and strength were obtained if also the velocity and elevation are taken into account during the nesting.
Any model simulation forced only by temperature and salinity boundary conditions will not include the ageostrophic flow at the model boundary. The importance of the ageostrophic flow was assessed for the model simulation fully nested in HYCOM. The RMS difference between the model currents and the diagnosed geostrophic currents mimics the pattern of the LC. Using only temperature and salinity, the kinetic energy of the LC is underestimated by about 20%. The RMS difference between the model simulation with and without HYCOM elevation and velocity agrees with the magnitude and distribution of the ageostrophic flow variability.

On the shelf, stratification and currents are mainly conditioned by atmospheric heat and momentum fluxes. Although the atmospheric forcings are the same in all three experiments, the dynamics on the shelf differ and we were able to show that the choice of the boundary and initial conditions have a noticeable impact on the shelf solution. We showed that the climatological boundary values can create an unrealistic shelf current since the open boundary intersects the shallow isobaths.

The RMS error in ADCP and CODAR currents show that the velocity is also improved using NAT HYCOM boundary conditions. Consistent with SSH and temperature comparisons, the most accurate currents were obtained by the regional model which is fully nested in NAT HYCOM, i.e. not only temperature and salinity but also velocity and elevation are taken into account. Closer inspection of a particular time, showed that with climatological boundary conditions, the LC in- and outflow are not well represented and that in this simulation a spurious circulation from the LC affects the shelf.
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